
JOURNAL OF APPROXIMATION THEORY 73,162-179 (1993)

On Certain Orthogonal Polynomials,
Nikolski- and Turfm-Type Inequalities,

and Interpolatory Properties of Best Approximants

ANDRAS KR06*

Mathematical Institute of the Hungarian Academy of Sciences.
Budapest, P.O.B. /27, H-I364. Hungary

Communicated hy Edward B. Salf

Received January 29, 1991; accepted in revised form January 10, 1992

For IE C[ - 1, I] denote by 8 n• p(f) its best Lp-approximant by polynomials of
degree at most n (1 :;;; P:;;; CD). The following statement is the main result of the
paper: Let 1< p :;;;x, IE C[ -1,1], and assume that for a given (a. h) c [-1,1]
there exists a sequence of integers n l < n, < ... < n, < ... such that I - Bn,.p(f) is
zero free on (a, h). Then lim sup, . , n/I I in, > I. " 1993 Academic Press, Inc.

INTRODUCTION AND MAIN RESULTS

For a real continuous function f(x) on 1= [ - I, I] denote

Ilfllx = max If(x)l,
<EI

Ilfll p = (II If(x)1 Pw(x) dX) liP, I ~p< 00,

where w is positive a.e. on I and SJ W dx = 1. Furthermore, Bn. p(f) denotes
the best Lp-approximant on I of function f(x) from the space Pn of
algebraic polynomials of degree at most n, i.e.,

It is well known that, for every I ~ p ~ OJ and n E N, f - Bn.p(f) has at
least n + I distinct zeros in I. Moreover, the following general result on
density of zeros of f - Bn. p(f) holds,

THEOREM A. Let l~p~oo,fEC[-I,I], and -1~a<b~1. Then
there exists a subsequence of integers {nJ;:I' n 1 <n2< "', such that
f-Bnj,p(f) vanishes on [a,b] (jEN).
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The first step in verifying the above statement was done by Kadec [1],
who proved it for p = 00 (in a stronger form). For p = 1 the above theorem
first appears in Kroo and Peherstorfer [2]. It is important to point out
that for p = 1, Theorem A holds for every n ~ no and not just a subsequence
of n's.

Subsequently, Saff and Shekhtman [7] proved Theorem A for p = 2, and
then it was extended by Kroo and Swetits [3] for 1 < p < cn, p #- 2. Thus
the density of zeros off - B". p(f) was shown to hold for a subsequence of
n's if 1 < P ~ 00, while for p = 1 it was verified for every n large enough.
Naturally, this leads to the question whether Theorem A can hold for every
sufficiently big n when 1< p ~ 00. The next result gives a negative answer
to this question. It was verified by Lorentz [4] for p = 00, Saff and
Shekhtman [7] for p = 2, and Kroo and Swetits [3] for 1 < p < C£J, P #- 2.

THEOREM B. Let 1< p ~ 00 and - 1< a < b < 1. Then there exists
an entire function f and a subsequence of integers n1< n2 < "', such that
f -B"Jjf) is zero-free on [a, b] (jEN).

Thus when 1 < P ~ 00 a function may possess a "bad" subsequence of
integers, where the density fails.

In their paper [7] Saff and Shekhtman offered the following conjecture
concerning bad subsequences.

Conjecture. Let 1 < P ~ 00, f E C[ - 1, 1], and assume that for a given
subsequence {nJ, j EN, f - B"I' p(f) is zero-free on some interval
(a, b) c [ -1, 1]. Then {nj } is in some sense lacunary.

The main goal of this paper is to given the following affirmative answer
to the above conjecture.

THEOREM 1. Let I < P ~ 00, f E C[ - 1, I], and assume that for a given
subsequence {nj}~ 1 ' n 1 < n2 < "', f - B"1' p(f) is zero-free on some interval
(a, b) c [ -1, 1]. Then lim SUPj_ xc nj+ Iinj > I.

Remarks. First let us note that Theorem I can be formulated in the
following equivalent way: if {nJj~1 is such that limj_xcnj+llnj=1 then
for any [a, b] c I there exists a subsequence {n jk } r:~ 1 such that f - B". p(f)
vanishes on [a, b] for n = njk (k EN). In this respect Theorem 1 is a
generalization of Theorem A. Let us also point out that Theorem 1 is sharp
in the sense that stronger "lacunarity" of subsequence {nf };': 1 need
not hold in general. This claim is endorsed by examples of zero-free sub
sequences constructed in Lorentz [4]. Saff and Shekhtman [7] and Kroo
and Swetits [3] showed that for these subsequences lim SUPj~X nj + lin;
can be arbitrarily close to (but bigger than) one, and lim inf;~x n;+ lin;
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may equal one. Finally, we mention that all results presented above can be
given in slightly more general form by replacing the study of zeros by
oscillation points (p = 00) or points of sign change (1 ~ P < (0). Since the
proofs remain identical we decided to present the more attractive case of
zero distribution.

The proof of Theorem 1 will be divided into three cases: p = 2; p =x;
1 < P < X,, P #- 2. Each of these three components of proof requires a some
what different technique, but the main difficulties and ideas of the proof are
concentrated in the case when p = 2. The case p = 2 is of a special interest
also in view of the fact that L 2-versions of the above results correspond to
the zero distribution of remainders of Fourier series. The proof of
Theorem 1 for p = 2 will be based on certain general results concerning
orthogonal polynomials which appears to be of independent interest. In
order to formulate this result we introduce some additional notations. We
say that f E L 2 [ - 1, 1] is orthogonal to P,,, written f ..1 P", if for every

g"EP"

Furthermore, for f E C[ -1, 1], N(f, [a, b]) stands for the number of zeros
of f on [a, b] c [ - 1, 1]. Now we present the main auxiliary result of the
paper which turns out to be crucial for verifying Theorem I.

THEOREM 2. Let gmn' Ilg",J2 = 1 be a sequence of polynomials of degree
at most mIl orthogonal to P" (n < m", n EN), and assume that m,,/n -..1 as
n -.. x'. Then for every [a, h] c [ - 1, I] the follOlving two relations hold:

(I) lim! N( g"'n' [a, h]) =! (arccos a - arccos b)
fJ_:X- n n

Remarks. When m" = n + 1, i.e., g"'n = g" + 1 is the orthonormal polyno
mial related to the weight w, the uniform distributions of zeros of g"'n (see
(1)) is well known. Moreover, for m" = n + 1 relation (2) is just a conse
quence of Tunin's inequality (see [8,5]). Theorem 2 extends properties
(I )-(2) of "orthogonal" polynomials gmn to the case when m n = n + o(n).
On the other hand if lim" ~ x m,)n> 1 then (l) and (2) fail to hold, in
general. This can be seen by considering weight w = 1 and incomplete poly
nomials of the form g",.(x) = (x + 1)"'n ,,- 1 gll+ I(X) where gn+ 1 E Pn+I is
chosen so that II g",J 2 = 1 and g"'n..lP". If lim,,~ocm,,/n>1 then for
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sufficiently small c5 > 0 interval ( - 1, - 1+ c5) does not contain zeros of gm
n

(see [6]) and S::: :+" g~n dx tends to zero geometrically as n --+ 00. Thus the
condition m" = n + o(n) is necessary in order that (l) and (2) hold.

PROPERTIES OF CERTAIN ORTHOGONAL POLYNOMIALS, NIKOLSKI

AND TURAN-TYPE INEQUALITIES AND PROOF OF THEOREM 2

First we need certain Nikolski-type inequalities, which estimate from
above the Loc-norm of a polynomial by its Lp-norm. For the positive a.e.
weight w satisfying f~lWdx=1 set q>(w,£)=inf{fAwdx:Ac[-I, 1],

Il(A) ~ £}, 0 ~ £~ n, where Il(A) =SAdx/~ is the Chebyshev measure
of A. Furthermore, let £,,(w) be the unique solution of the equation
q>(w, £)=e-"'. Then f:,,(w)--+O as n--+ 00. It is shown in [3] that for every
g" E P" and 0 < p ~ 00

(3)

where c > 0 depends only on p and w.
In particular, (3) implies that

(4)

Now we want to address the question whether (4) can hold if the weight
w is varying with n, That is, we consider a sequence of weights Wll

(n E N, W" > 0 a.e., S~ I W" dx = 1) and the corresponding Lp.,,-norms
Ilfllp,,,=(S~llfIPw,,dx)'/p. It turns out that (4) remains true with
Lp.,,-norms provided that w~/" --+ 1 in measure, that is, for any f:, lJ > 0,
Ilo{ Iw l

/" - 11 > c5} < f: whenever n ~ no(f:, c5). Here and in what follows
Ilo( ... ) stands for the Lebesgue measure.

LEMMA L Let W" (n E N, W" > 0 a.e., f~ 1 W" dx = I) be a sequence of
weights such that w:';" --+ 1 in measure. Then for every 1~ p < 00

(5)

Proof First we need a more precise version of (3) with c independent
of w. In case 1 of Lemma 2, in [3] it is shown that if f:,,(w,,) is the solution
of equation q>(w",6)=e-"" and for a given nEN, 6,,(w,,)<n:/4 then for
every g" E P" and 1~ p < 00

(6 )

640173/2-4
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with an absolute constant c 1 > O. Since W~i" --> 1 in measure (thus also in
Chebyshev measure) as n --> Cf:; there exists an no EN such that whenever
n ~no

i.e., J1{ W" < e n"S} < n/8. Thus if n ~ no

cP ( W,,, i) = inf {L w" dx: J1(A) ~ i}
~e n"/5inf{tdx:J1(B)~~}~(I-f)e n,,/5

On the other hand if en(wn)~ nl4 for some n ~ no then

e nn/4 >- e "f.n= m(w e) >- m (w ~) >- (1 _fi) e nn/5
:;;.--" 't' n' n r't' ", 4 r 2

i.e., n ~ n, = [(20In) In(2/(2 - fi))]. Thus en(w,,) < nl4 whenever n > n* =

max{11o,11 I}. Hence (6) holds for every 11>11* and gnEPn' Now in order
to prove (5) it remains to show that e,,(w n ) --> 0 as 11 --> 00. As above it is
easy to show that for any e > 0 and <5 > 0 there exists an n= n(e, <5) such
that whenever n ~ n, cp(wn, e) ~ (I - <5)n2'(e) with 2'(e) > 0 depending only
on e. This means that lim infn~x cp( w", e) I/n ~ 1 for every e > O. Assume
now, that cn(w,,)i+O as n-->oo, that is, en(wn)~e>O for nED, where
Q c N is infinite. Then

nEQ.

Hence liminf,,~,y.cp(wn,e)I/n<l, a contradiction. Thus c,,(w,,)-->O as
n-->oo. I

The above lemma will be applied for special weights of the form
w" = wi grnl' where W is a fixed weight, IX> 0, and grn is a monic polynomial
of degree r" = o(n) (n E N) with all its zeros belonging to [-I, 1].

LEMMA 2. Let W n= W Igrnl", where w> 0 a.e. on I, II W dx = 1, IX> 0, and
grn is a monic polynomial of degree rn= o(n) (n, r" EN) having all its zeros
in I. Then (5) holds for every 1~ P < 00.

Proof First we need to verify that w~/n --> 1 in measure as n --> 00.

For this end we prove that for every 0 < y < 1 and g" E Pn

(nEN). (7)
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p = l1o( A (}' )).

Obviously, there exist XI' ... , Xn+ I E A(y) such that X;+ I - Xl ~ pin. Then

11+ 1

gn(X) = L g,,(x;) (X),
;= )

(8)

where 1;(x)=w(x)/(x-x,)w'(x;), w(X)=TI7:11 (x-x;). We have usmg
that n! > nne n

2"
II !;II x ~ (pin)" (i - I)! (n + I - i)!

=~(i-I) ~ (2e)" (i-I).
p"·n! n p n

(9)

i.e. p ~ 4ey and (7) holds.
Let us prove now that w:/" = wl/n Ig ,.1 ~/n -+ I in measure. Since all zeros

of gr. lie in I we have 2 - '. + I ~ II g ,.II 00 ~ 2". Hence using that rn= o(n) we
have II g,J;''' -+ I (n -+XJ) and

(n EN).

Since w lin -+ I a.e. (and thus in measure too) and functions Ig ,.1 ~i" are
uniformly bounded it suffices to show that !g,y/n -+ I in measure. By (7)
for any 0 < y < I

(10)

Since 1'~,./n II g,.II ~n -+ I as n -+XJ, for any e, J > 0, setting rl: = el4e we have
r~,·/nllg,J~n> I-J and Ilg,J~"< I +J if n~n*(e, J).

Therefore for n~n*(e, J) it follows from (10)

110{llg,.I~/"- II > J} = 110{ Ig,.I~/" > I + J} + l1o{ Ig,.I'/" < 1- J}

= 110 {I g ,.I 'in < I - J }

Thus Ig ,"I ~/n -+ I in measure, and consequently the same is true for
w l /n 1g ,.I ~/n = OJ ~/n.
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In order to apply Lemma 1 to weights w" we need to normalize them.
Set OJ"=w,,/Lw,,dx. By (3)

f w" dx = II g ,.II ~ ~ e m,,,r,,,lw) II g,J~. ~ e - ""'''/:',,(<0) 2(- '" + I I~.
I

On the other hand Lw" dx ~ II g ,.II ~ ~ 2'''~. Since r" = o(n) it follows that

(L w" dX) Ii" --+ 1, n --+ 00. (11 )

Furthermore, w:/" --+ 1 in measure. Hence and by (11), OJ ~/" --+ 1 in measure.
Thus by Lemma 1 relation (5) holds for OJ". Since OJ" differs from w" only
by the constant multiplier JI I W" dx satisfying (11), it easily follows that
(5) holds for w", as well. I

LetfEC[ -1,1], -1 ~XI < ... <Xk~ I be such that f(xJf(x j + d<0
(1 ~i~k-I) and set lJ=minl~;";klf(xJI.Then we say that {x;}7~1 is an
oscillation of function f of length k and magnitude '1. In order to prepare
for the proof of Theorem 2 we need several technical lemmas concerning
oscillatory properties of polynomials.

LEMMA 3. Assume that Pm E Pm changes sign at k points
- 1< X I < ... < Xk < 1 (k ~ m). Then for any m - k ~ n ~ m there exists a
monic polynomial g, E Pr with r simple zeros in (- I, I), m - n ~ r ~
m - n + 1, and a closed set A c [ -1, 1] such that

(i) Pm/g,EPm-,;

(ii) g,~O on I\A;

(iii) Pm has an oscillation on I\A of length k+n-m and magnitude
'1 ~ max,EA IPm(x)l.

Proof Consider the maximums of IPml on intervals [x;, Xj + I]
(O~i~k, -1 =Xo, x k + I = I) and select A, = [Xi' X i + ,] (O~j~k) so that
IPml has the smallest maximum on AI' Set r, = I (if j=O or k) or 2 (if
1~ j ~ k - 1) and

if 1~j~k-l

if j=O

if j=k.

Then Pm/grl E Pm _ 'I' g'l ~ 0 for x E [ - 1, 1]\A I' and Pm has an oscillation
on [- 1, 1]\A I of length (k + 1) - r l and magnitude '1, ~ max XE All Pm(x)l·
Now consider the function Pm(1 - X(A d) (as usual X( ... ) denotes
the characteristic function). This function has k - r I sign changes at
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points {xI"",Xj_I,Xj+2, ...,xd. Consider again the maximums of
IPm(l- x(Ad)1 on intervals where it is sign preserving and choose
the interval A 2 with the smallest maximum. Construct r2 and g" as
above (r2=1 or 2). Then again Pm/gr,gr2EPm r,-r1' gYigr2~O for
x E [ -I, I ]\(A 1 u A 2 ) and Pm has an oscillation on [ -I, I ]\(A 1 u A 2 ) of
length (k+ I)-(r l +r2 ) and magnitude '12~maX'EAIUA2IPm(x)l. Now,
repeating this procedure s times so that m - n ~ 'L;~ 1 r) ~ m - n + I, and
setting r = 'L;= I rj , gr = Il;~ 1 gr" A = Uj~ I A j we obtain a monic polyno
mial gr E P r with r simple zeros in (- I, I) such that Pm/gr E Pm n gr ~ 0
on [-1,1 ]\A; Pm has an oscillation on [-1,1 ]\A of length (k + 1) - r ~

k + 1 - (m - n + I) = k + n - m, and magnitude '1 ~ maxH A IPm(x)l· I
The above lemma combined with the Nikolski-type result provided by

Lemma 2 leads to an important statement concerning oscillatory properties
of certain orthogonal polynomials.

LEMMA 4. Let Pmn be a sequence of nontrivial polynomials of degree at
most m n orthogonal to P II (m n> n, n EN), where m,.ln -> 1. Then, for every
n, Pmn possesses an oscillation of length 2n - m n = n + o(n) and magnitude "In
satisfving

( )

I/n

I· '111 I1m =
n~x IIPmJx .

( 12)

Proof Since Pmn is orthogonal to Pn, it has k ll ~ n + I sign changes in
( - 1, 1). Thus by Lemma 3 there exists monic polynomials g r

n
E Pr

n
with

rn simple zeros in (-I, I), mn-n~rn~mll-n+l, and closed sets
An C [ -I, I] so that (i)-(iii) hold. Thus by (iii), Pm

n
has a certain oscilla

tion of length k n+ n - m n~ 2n - m n = n + o(n) and magnitude '111 satisfying
(iii) and it remains to verify (12) for '111' By (i), PIlI)grnE P llIn 'n' where
mn-rll~n. Since PllIn 1- Pn we have by (ii)

Therefore using (iii)

(13 )

On the other hand setting W II = wig r.l we have

( 14)
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where the 11·112,,, norm corresponds to the weight w,,, and Pm)g,.EPw

Furthermore, lim" ~ x r"ln = lim" ~ cc (m"ln - I) = 0, i.e., weights w" satisfy
requirements of Lemma 2, Hence for every g" E P"

where oc" ---+ 0 + (n ---+ IX)). Using (13), (14), and the above inequality for

g" = Pm)g,.

I.e.,

IJ >- Ie 2",,, II P Ig II >- 2 '" I e 2",. II P II ~,,72 mIl rn ,x,:;;'-- nJ" 'Y:.."

Since r" = o(n) and oc" ---+ 0 + as n ---+ IX) the last inequality implies (12), I

According to Lemma 4 polynomials Pm" possess oscillations of
"asymptotically optimal" magnitude and length. Our next lemma shows
that points of such oscillations have uniform distribution with respect to
the Chebyshev measure.

LEMMA 5. Let Pm" E Pm" (m,)n ---+ I as n ---+ IX)) possess an oscillation of
length n - k" (k" = o(n)) and magnitude ~ IJ" with IJ" sati.living (12). Then
for every [a, h] c [ -I, I J

I _ I
lim - N( Pm", [a, h]) = - (arccos a - arccos h),

fl-,X,n 1r

where N( Pm", [a, h J) stands for the numher of oscillation points of Pm. in
[a, h].

Proof Without loss of generality we may assume that II PmJx = I
(i.e., IJ :," ---+ I) and IJ" --+ 0 (replacing IJ" by min {IJ", IIn}). Then setting
(;" = -(1 In) In IJ" ~ 0 we have (;" ---+ 0 and n(;" ---+ ex; (n ---+ ex;). Furthermore,

set s" = [n AJ, ~,,= .;Ii:, (s" ---+ if) and ~,,---+ 0 as n ---+ ex;) and let

Qm" + 2s.(X) = Pm.(x) + ~' Tm.(x) q2s.(X),

where Tk(x) = cos k arccos x,

(
4 - (x - (a + h)/2)2)".

Q2",(.X') = 4-«a-b)/2)2 .



ON CERTAIN ORTHOGONAL POLYNOMIALS 171

Note that Iq2sJx)I~1 for xE[-I, l]\(a,b). Moreover, for n sufficiently
large ~n ~ (b - a)/4, and therefore for any x E [a + ~'" b - ~n]

(
I )sn

~ 1+8" (h-a) ~n ~e,(h-u)~.s.

with some absolute constant c > 0, and n ~ no. Therefore for any
x E [a + ~,,, b - ~n] such that ITm.(x) I= I and n large enough

I
tln T (x)q (x)l>:tllledh-U)~n.'·.>:~e-"(jn+q(h aI1l(j~6>I.2 m.· 2.,.' -- 2 ;;;.-0 2

Since II Pm.ll oc = I it follows that Qm. + 2s. has at least «arccos(a + ~1l)

arccos(h - ~1l ))/n:) m ll - O( I) = «arccos a - arccos b )/n:)n + o(n) zeros on
(a+~ll,h-~n)'On the other hand for xE[-I, l]\(a,h)

I~" Tm.(X)q2,.(X)! ~~",

i.e., Qm. + 2,. has at least N( Pm.' I\[a, h]) - 2 zeros in 1\ [a, h]. Thus

_ arccos a - arccos h
N(Pm ,I\[a,h])+ n+o(n)::;;mll +2s",• n:

I.e.,

I· ~ N-( 1\ [ h]) 1 arccos a - arccos h1m sup Pm.' a, ~ - -------
n __ x: n n

and using that Pm. has n + o(n) oscillation on I

}. . f I -( [b] arccos a - arccos b
Imm -N Pm.' a, )~ .
ll~OC n n:

Since the last relation holds for every - 1~ a < b ~ 1 the statement of the
lemma follows easily. I

Now we are ready to prove Theorem 2.

Proof of Theorem 2. Let gm.EP",., II gm.ll 2 = I, gm• .lPll (nEN) and
m,,/n --+ 1. Since m ll = n + o(n) it follows by (3) that lim" ~x II gm.ll';:''' = I.
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Hence by Lemma 4 for every n E N, gm" possesses an oscillation of length
2n - nl" = n + o(n) and magnitude YI" satisfying

(
YI ) Ii"

I = lim " = lim Yl 1i
"

/1-+ ,x' II gmnll 'x' n _ ,x' fl •

( 15)

Consider an arbitrary [a, b] c [ - I, I] (a < b). By Lemma 5 for n
sufficiently large, interval [a, b] will contain at least one of the oscillation
points, i.e.,

max Igm.(x)1 ~ YI"
'E[a.b]

Using this and inequality (3) (transformed to [a, b]) we have

where rx,,=rx,,(a,b,w) converges to 0 as n->CfJ. This inequality and (15)
easily imply (2).

Moreover, using again Lemma 5

lim inf ~ N(gm , [a, b]) ~ ~ (arccos a - arccos b)
n-+rx: n n 7!

for every - I ,,;; a < b ,,;; I, which implies (I).
By statement (2) of Theorem 2 if gm" 1.. P", II gm.ll 2 = 1, and m"ln -> 1,

then the L 2-norm of gm" on [a, b] c [ -I, I] can not tend to 0 geometri
cally. Moreover, as it was mentioned in the Introduction, geometric
convergence to 0 is possible iflim" _ ",(m"ln) > 1. On the other hand, when
m" = n + I (i.e., gm" = g" + I is the orthonormal polynomial) we have the
following stronger statement called sometimes Tunin's inequality (see
Tunin [8] and Mate, Nevai, and Totik [5]),

b

J g~+lwdx~p(b-a),
a

n E N, [a, b] c I, (16 )

where p(b - a) > 0 is a constant depending only on b - a and w. Of course,
in the special case when m" = n + 1, (16) is essentially stronger than (2). It
turns out that Turan's inequality can be extended to the case m" = n + r,
with r being any fixed integer.

PROPOSITION. Let r EN and £5 > O. Then for every [a, b] c I, vl'ith
b-a~£5, and every g,,+rEP,,+r such that Ilg,,+rI12= 1 and g,,+r 1.. P"
(n E N) we have
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rg~+rwdx~Pr,w(e5),
a

173

( 17)

where Pr,w(e5»O depends only on r, w, and 15,

Proof Assume on the contrary that for some 15 > 0 there exist a
sequence of polynomials g"k + rEP"k + r and intervals Ek c I of length at least
15 (kEN), such that Ilg"k+ r Il 2 = 1, g"k+ r 1- P"k' and

f g~k+rwdx-+O (k-+OJ). (18)
Ek

Without loss of generality we may assume that Ek::::l [c, d] (c < d) and
nk --+ OJ (k --+ OJ). (If nk f+ OJ then a subsequence of g", + /s converges to a
nontrivial polynomial, contradicting (18).) Evidently, g", + r can be written
in the form

r

g", +r = L aj.k P"k+j'
j~1

(19)

where Ps (s E N) stands for the orthonormal polynomial of degree s, and
aj,k E R are such that L;~ 1 a;'k = 1. Since lapl ~ 1 (I ~j ~ r, kEN) we may
assume that aj,k -+ iij (k --+ OJ, 1~ j ~ r), where L;~ I ii} = 1. We have by
(19)

Furthermore, by [5, Theorem 1I.1],

where as above Tm(x) = cos m arccos x (1 ~ s, j ~ r). Therefore, using (18),
(20), and the above relation we have

1 r r f'c=-; L: L: ii/is _cos(j-s)cp dcp
j~ls~1 d

1 fi' r r
= - I I iiA,{cos jcp cos scp + sin jcp sin scp } dcp

n Jj~1 .,~I

1 Ii' ( r )2 (r )2= -; J j~1 iij cos jcp + j~1 iij sin jcp dcp.
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But J= arccos d < arccos c = c and L~~ I ii; = I, and hence the last integral
must be positive, a contradiction. I '

Evidently, when m n = n + r with a fixed r EN inequality (17) easily
implies (2). On the other hand (17) can not be applied for verifying (2)
when mn= n + r n with r n= o(n) possibly unbounded (this is the setting
needed for proving Theorem I).

PROOF OF THEOREM 1

Assume that contrary to Theorem 1 there exist IE C[ - 1, 1],
[a, b] c [-1,1], and a subsequence {n;})X:~ I such that lim;~ "'c n;+ I/n;= 1
and I - Bn,. p(f) # 0 for every j EN and x E [a, b] (1 < p ~ (0). We consider
separately three cases: (A) p = 2; (B) p = 00; (C) I < p < 00, pol 2. In
principle, Case A could be imbedded into Case C, but we prefer to give
a detailed proof of the simpler Case A, and then outline how the
Lp-orthogonality

0= f gil If- B II.p(f)1 p I sgn(1 - Bn.p(f))w dx,
I

can be applied in order to give a proof similar to Case A.
Set a; = Ell,. p(f). Since a; 10 + (j ~ (0) it is known that

(22)

By Lemma 2.6 in [7], for every n E N there exists PII E Pn such
that IplIl~1 for xEI\[a,b]; Pn~O on [a,b], and PII~e'" on
[c, d] = [a + (b - a)/4, b - (b - a)/4] (c> 0 is independent of n).

Case A. p = 2. We may assume that f - Bn,. 2en > 0 on [a, b]. Using
(21) for p = 2, n = nj , and gil, = PII/ we have

a; ~ f If - Bn,. 2(f)1 w dx ~ If.. PII, (f - BII!.2(f))W dx I
I I.[a.h]

h fd
= f PIl,(f - BIl,.2(f))W dx ~ e"'! II - Bn,. 2(f)1 w dx.

u r

Analogously, applying (21) for n = nj + I

a;+ I ~ e'"/rIf- BIl/f 1. 2(f)1 w dx.
('



ON CERTAIN ORTHOGONAL POLYNOMIALS 175

Setting gnj+l=Bn,+1.2(f)-Bnj.2(f)EPnj+l and adding last two inequalities
we obtain

(23 )

Using (23) and (3) (transformed to [c, d]) we have for some l5 j ->O+
(j -> CXJ)

(
d) 1/2

aj+aj+l~ei'n, n,+,b, r. g~j+,wdx . (24)

Since nj + 1Inj -> 1 and gil, +, 1.. Pili it follows from Theorem 2 (relation (2))
that

(

d )1/2
f g2 wdx =e ".I".lllg II(" n, + I nJ + I 2, (25)

where tj->O+ (j->CXJ). Moreover, IlgII.l+,112~aj-aj+I' thus combining
(25) and (24) yields

i.e., for j large enough and a proper co> 0

a-a 1
, .I + ~ e- Ca"' ~ e - coj.

a,+aj+ I

(26 )

Evidently, (26) contradicts (22).

Case B. P = CXJ. Let x~j), 1~ i ~ nj + 2,
f - BII/.oc.(f), i.e.,

(f - BII/.oc(f»)(x~jl) = y( _1)i aj

be points of equioscillation of

Setting Pllj +1= Bllv£.(f) - BII/+,.x(f) E Pllj ., we have II Pili I ,II, ~ a, +a,+ I'

and, by (27), y(-I)i+1PIII+I(x}j)~aj-aj+1 (I~i~nj+2). Thus PII'II
posesses an oscillation of length nj + 2 and magnitude '1j such that

(jEN).

Hence it follows from (22) that for some infinite set Q E N
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Therefore Lemma 5 implies that points x~iI, I ~ i ~ n) + 2, are uniformly
distributed on [ -1, t] for j E Q. Since zeros of I - B,,).x;.(f) interlace with
the X~iI'S it contradicts the assumption that f - B,,). yJf) # 0 in [a, b].

Case C. I < P < 00, P # 2. Let us introduce some additional notations:

l1Jj (X) = If - B"I,pU)1 p 1 sgnU - B",.p(f))

- II - B"I+ I. pU)IP J sgn(f - B"I+ I. p(f));

Q",+ I(X) = B"I+ I,pen - B",.p(f) E P"I+ J;

ej(x)= If - B",.p(f)1 + If - B"I+I,p(f)I;

By (21) we have

g",EP"I' (28)

Furthermore, by [3, Proposition 2],

.( ){er 2 IQ", +II: p < 2,,:::: 1l1J. I ,,:::: . ( ) {I Q"i+ II p J:
(2 p IQ IP I. >-2" j "(I P IQ I p 2.

"J ~ I . P 7 "1+ I ej

sgn l1Jj = sgn Q",+ I' XE [ -1, I],

p<2

p~2
(29)

(30)

where c1(p), C2(P) > 0 depend only on p.
Moreover, since L:jCY~ I ((aj - a j + J )/(aj + a j + I)) = oc, there exists an

infinite subset Q c N so that

JEQ. (31 )

Consider now the polynomial Q"I+I' which by (30) and (28) has at least
n j + 1 sign changes in [ -I, I]. Applying Lemma 3 with k = n j + 1, n = n j ,

m = n i + 1 it follows that for some gr, E Prl (monic with '1 simple zeros in
[-1, I]) with nj+J-nj~'j~nj+l-nj+1and closed set A)clwe have

Qn,+I/gr,EPIl/.! r,~PIIJ'

on I\Aj , (32)

and Q"J+ J has an oscillation on I\A j of length 2nl + I - nj + 1 = nj + o(nj )

and magnitude '1j satisfying '1j~max\EA,IQ"'+I(x)1 (j large enough).
Let us give a lower estimate for '1j' Assume at first that p ~ 2. We have

by (28), (30), and (32)
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Thus by (29) and the Holder inequality

177

On the other hand since 'J = o(n;) we have for the integral on the left side
by Lemma 2

where [;j -+ 0+ (j -+ 00). Combining the last two inequalities yields

Thus using that IIQnJ+III.Xc~a,-aj+1 and ,;=o(n;) we have by (31) for
jEQ

(33)

where Dj -+ 0 + (j -+ 00, j E Q).
Assume now that 1 < p < 2. As above
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Estimating the integral on the left side by the Holder inequality In L q ,

0< q < I, and using Lemma 2 we have

f Q;',~ I P 2 d--I e i (J) x
I Ig'j

~ ({ IQ;:~ I IPig ,,1 p/2 (J) dxYiP .(I, ef w dX) IP-2 lip

~ e - "I~j II Q", . I 1/

2

(Oi + 0i + 1 ) P - 2,

g'j7C

where Ct i -+ 0 + (j -+ CJJ ).

Combining the above inequalities we arrive at

i.e., using again (31 )

(34)

where ,'i -+ 0+ as jE Q, j -+ 00. Thus by (33) and (34) for every 1< p < CJJ

(35)

Recall that Q"I+ I possesses an oscillation of length n, + o(n) and
magnitude '7j satisfying (35). Since ni+i/ni-+I (j-+x), it follows by
Lemma 5 that these oscillation points are uniformly distributed on [ - 1, 1]
for j E Q. Thus for every [c, d] c [ -1, 1] and j E Q big enough
max{IQ"",(x)I:XE[C,d]}~'7j' Hence (35) and (5) (transformed to
[c, d]) imply that for any 1 < g < CJJ

{
J'I IQ. 1 II WdX}li'"

lim ( "I + I = 1.
iE!U~X; IIQ"I' ,II~.

This relation replaces (2) when pI' 2. Now the proof can be completed
similarly to the case when p = 2, using Lp-orthogonality (see [3] for
details) instead of L 2-orthogonality. I
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Remark. Note that in the case when p = 00 we verified the following
statement, which is somewhat stronger than Theorem I: Let {n; }7~ I ,

n l < n2< ... be such that n;+ lin; -> 1, j -> 00. Then for every IE C[ -1,1]
there exists a subsequence Q c N such that zeros of I - Bn, ..x.(f), j E Q, are
uniformly distributed in [ -I, I] (with respect to the Chebyshev measure).
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